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#### Abstract

In this paper, Adomian decomposition method (ADM) and modified Adomian decomposition method (MADM) has been introduced to find the exact or approximate solution to a wide class of multi-higher fractional order linear integro-differential problems of Fredholm type with variable coefficients in which the fractional derivative is described in the Caputo sense. In this methods the solution of a functional equation is considered as the sum of infinite series of components usually converging to the solution based on the appearance of the noise terms, where a closed form solution is not obtainable, a truncated number of terms is usually used for numerical purposes. Finally, Numerical experiment prepared that modified Adomian decomposition solutions converges faster than Adomian decomposition solution and by several examples illustrate these considerations.


## 1. Introduction

In this paper, we consider the multi-higher order Linear Fredholm Integro-Fractional Differential Equations (LFIFDE's) in Caputo sense with variable coefficients in the general form:

$$
\begin{gather*}
{ }_{a}^{C} D_{t}^{\alpha_{n}} u(t)+\sum_{i=1}^{n-1} P_{i}(t){ }_{a}^{C} D_{t}^{\alpha_{n-i}} u(t)+P_{n}(t) u(t)=f(t)+\lambda \int_{a}^{b} \sum_{j=0}^{m} \mathcal{K}_{j}(t, s)_{a}^{C} D_{s}^{\beta_{m-j}} u(s) d s, \\
a \leq t \leq b \ldots(1) \tag{1}
\end{gather*}
$$

Subject to the conditions:

$$
\mathcal{H}_{\ell}\left(u^{(0)}\left(c_{\xi}\right), u^{(1)}\left(c_{\xi}\right), \cdots, u^{(\ell)}\left(c_{\xi}\right)\right)=C_{\ell} ; c_{\xi} \in[a, b], \forall \xi
$$

for all $\ell=0,1, \cdots, \mu-1 ; \mu=\max \left\{\left\lceil\alpha_{n}\right\rceil,\left\lceil\beta_{m}\right\rceil\right\}$ where $\mathcal{H}_{\ell}$ are the linear combination of $u^{(0)}\left(c_{\xi}\right), u^{(1)}\left(c_{\xi}\right), \cdots, u^{(\mu-1)}\left(c_{\xi}\right)$; where $\alpha_{i}, \beta_{j} \in \mathbb{R}^{+}$for all $(i, j \neq 0), m_{\alpha_{i}}-1<\alpha_{i} \leq m_{\alpha_{i}}$ and $m_{\beta_{j}}$ $1<\beta_{j} \leq m_{\beta_{j}}$ where $m_{\alpha_{i}}=\left\lceil\alpha_{i}\right\rceil$ and $m_{\beta_{j}}=\left\lceil\beta_{j}\right\rceil$ for all $i=1,2, \ldots, n$ and $j=1,2, \ldots, m$. Combine with property that:

$$
\alpha_{n}>\alpha_{n-1}>\cdots>\alpha_{1}>\alpha_{0}=0 \text { and } \beta_{m}>\beta_{m-1}>\cdots>\beta_{1}>\beta_{0}=0
$$

Denotes the given continuous functions, $u(t)$ is the unknown function, which is the solution of equation (1) and $\lambda$ is a scalar parameter. Where ${ }_{a}^{C} D_{t}^{\gamma} u(t)$ is Caputo's fractional derivative and $\gamma$ is the order of the fractional derivatives.
Adomian decomposition method was introduced by Adomian [3,7] which is an effective technique that has been employed by many researchers to solve scientific problems [5,6,8,14]. This method is series solution technique while the solution is viewed as the infinite series sum with easily computed components which converges rapidly to specific solution [7]. In this article we intend to give a new procedure and modifications: ADMs for the first time for solving the class of the multi-high order fractional linear integro-differential equations of Fredholm type.
From here, we present the necessary information's from fractional calculus (FC), Adomian decomposition method (ADM) and modification techniques of ADM, this information's with some important lemmas are used in our suggested procedure to solve our problem (1).

## 2. Fractional Calculus:

In this section, we present some basic definitions, lemmas and properties about linear operators of fractional integration and fractional differentiation which are used throughout this paper. For more details, see [4,9,11,12,15]:

## Definition 1:

A real valued function $u$ defined on $[a, b]$ be in the space $C_{\delta}[a, b], \delta$-any real nu mber, if there exists a real number $k>\delta$, such that $u(t)=(t-a)^{k} u_{1}(t)$, where $u_{1} \in C[a, b]$, and it is said to be in the space $C_{\delta}^{n}[a, b]$ if and only if $u^{(n)} \in C_{\delta}[a, b], n$-positive integer number with zero.

## Definition 2:

Let $u \in C_{\delta}[a, b], \delta \geq-1$ with any positive real number $\alpha$. Then the Riemann-Liouville fractional integral operator ${ }_{a} J_{t}^{\alpha}$ of order $\alpha$ of a function $u$, is defined as:

$$
{ }_{a} J_{t}^{\alpha} u(t)= \begin{cases}\int_{a}^{t} \frac{(t-\xi)^{\alpha-1}}{\Gamma(\alpha)} u(\xi) d \xi, & \alpha>0 \\ u(t) \quad \text { whenever } & \alpha=0\end{cases}
$$

Furthermore, for all $\alpha \geq 0, \beta \geq 0$ and $u(t) \in C_{\delta}[a, b], \delta \geq-1$, then:

$$
{ }_{a} J_{t}^{\alpha} J_{t}^{\beta} u(t)={ }_{a} J_{t}^{\beta} J_{t}^{\alpha} u(t)={ }_{a} J_{t}^{\alpha+\beta} u(t)
$$

And, for $\alpha \geq 0$ and $\beta>-1$, Define $u$ by $u(t)=(t-a)^{\beta}$ the R-L integratel can be formed as

$$
{ }_{a} J_{t}^{\alpha} u(t)=\frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)}(t-a)^{\beta+\alpha}
$$

## Definition 3:

Let $\alpha \geq 0$, and $m=\lceil\alpha\rceil$. the Riemann-Liouville fractional derivative operator ${ }_{a}^{R} D_{t}^{\alpha}$, of order $\alpha$ and $u \in C_{-1}^{m}[a, b]$ and defined as:

$$
{ }_{a}^{R} D_{t}^{\alpha} u(t)= \begin{cases}D_{t}^{m}\left[a J_{t}^{m-\alpha} u(t)\right], & \alpha>0 \\ u(t) & \text { whenever } \quad \alpha=0 \\ u^{(m)}(t), \text { If } \alpha=m(\in \mathbb{N}) \text { and } u \in C^{m}[a, b]\end{cases}
$$

The RL-derivative for any power function $u(t)=(t-a)^{\beta}$, where $\alpha \geq 0$ and $\beta>-1$ can be express by:

$$
{ }_{a}^{R} D_{t}^{\alpha} u(t)=\frac{\Gamma(\beta+1)}{\Gamma(\beta-\alpha+1)}(t-a)^{\beta-\alpha}
$$

## Definition 4:

The Caputo fractional derivative operator ${ }_{a}^{C} D_{t}^{\alpha}$ of order $\alpha \in \mathbb{R}^{+}$of a function $u \in C_{-1}^{m}[a, b]$ and $m-1<\alpha \leq m, m \in \mathbb{N}$ is defined as:

$$
{ }_{a}^{c} D_{t}^{\alpha} u(t)= \begin{cases}a J_{t}^{m-\alpha}\left[D_{t}^{m} u(t)\right], & \alpha>0 \\ u(t) \quad \text { whenever } \quad \alpha=0 \\ u^{(m)}(t), \text { If } \alpha=m(\in \mathbb{N}) \text { and } u \in C^{m}[a, b]\end{cases}
$$

For $\alpha \geq 0, \alpha \notin \mathbb{N}$ and $m=\lceil\alpha\rceil$ then ${ }_{a}^{C} D_{t}^{\alpha} u(t)$ is continuous on $[a, b]$, and $\left[{ }_{a}^{C} D_{t}^{\alpha} u(t)\right]_{t=a}=0$. Moreover, The ${ }_{a}^{c} D_{t}^{\alpha},(\alpha \geq 0$ and $m-1<\alpha \leq m)$ of the power function $u(t)=(t-a)^{\beta}$ for some $\beta \geq 0$ can be formulated as:

$$
{ }_{a}^{c} D_{t}^{\alpha} u(t)= \begin{cases}0 & \text { if } \beta \in\{0,1,2, \cdots, m-1\} \\ \frac{\Gamma(\beta+1)}{\Gamma(\beta+1-\alpha)}(t-a)^{\beta-\alpha} & \text { if } \beta \in \mathbb{N} \text { and } \beta \geq m \\ \text { or } \beta \notin \mathbb{N} \text { and } \beta>m-1\end{cases}
$$

Hence, we have the following properties:

- $\quad{ }_{a}^{R} D_{t}^{\alpha} \mathcal{C}=\mathcal{C} \frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)}$ and ${ }_{a}^{C} D_{t}^{\alpha} \mathcal{C}=0 ; \mathcal{C}$ is any constant; $(\alpha \geq 0, \alpha \notin \mathbb{N})$
- $\quad{ }_{a}^{R} D_{t}^{\alpha} u(t)=D_{t}^{m}{ }_{a} J_{t}^{m-\alpha} u(t) \neq{ }_{a} J_{t}^{m-\alpha} D_{t}^{m} u(t)={ }_{a}^{C} D_{t}^{\alpha} u(t) ; m=\lceil\alpha\rceil$.
- Let $\alpha \geq 0, m=\lceil\alpha\rceil$ and $u \in C^{m}[a, b]$, then, the relation between the Caputo derivative and R-L integral are formed:

$$
\begin{gathered}
{ }_{a}^{C} D_{t}^{\alpha}\left[{ }_{a} J_{t}^{\alpha} u(t)\right]=u(t) ; \quad a \leq t \leq b \\
{ }_{a} J_{t}^{\alpha}\left[{ }_{a}^{C} D_{t}^{\alpha} u(t)\right]=u(t)-\sum_{k=0}^{m-1} \frac{u^{(k)}(a)}{k!}(t-a)^{k}
\end{gathered}
$$

We adopt Caputo's definition, which is a modification of the $\mathrm{R}-\mathrm{L}$ definition and has the advantage of dealing properly with initial value problem, for the concept of the fractional derivative.

Lemma (1): (The Caputo derivative is left inverse of the RL-integral but not right inverse) [10, 13]
i. If $u$ is continuous and $\alpha \geq 0$ with $m-1<\alpha \leq m(\in \mathbb{N})$, then

$$
\begin{equation*}
{ }_{a}^{C} D_{t}^{\alpha}{ }_{a}^{\alpha}{ }_{t}^{\alpha} \bar{u}(t)=u(t), \quad a \leq t \leq b \tag{2}
\end{equation*}
$$

ii. Assume that $\alpha \geq 0, m=\lceil\alpha\rceil$, and $u \in C^{m}[a, b]$. Then

$$
\begin{equation*}
{ }_{a} J_{t}^{\alpha}{ }_{a}^{C} D_{t}^{\alpha} u(t)=u(t)-\sum_{k=0}^{m-1} \frac{u^{(k)}(a)}{k!}(t-a)^{k} \tag{3}
\end{equation*}
$$

Lemma (2):
If $G$ be a continuous real valued function on $[a, b] \times[a, b]$, then for each non-negative fractional order $m-1<\alpha \leq m(\in \mathbb{N})$ the following are valid:

$$
\begin{equation*}
{ }_{a} J_{t}^{\alpha} \int_{a}^{b} G(t, s) d s=\int_{a}^{b}\left[{ }_{a} J_{t}^{\alpha} G(t, s)\right] d s \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{a}^{c} D_{t}^{\alpha} \int_{a}^{b} G(t, s) d s=\int_{a}^{b}\left[{ }_{a}^{c} D_{t}^{\alpha} G(t, s)\right] d s \tag{ii}
\end{equation*}
$$

## Proof:

(i) Applying R-L fractional integral of order $\alpha \geq 0$, definition (2), to integral part $\int_{a}^{b} G(t, s) d s$ for all $t \in[a, b]$ and using the interchanging order of integration, we have:

$$
\begin{aligned}
& a J_{t}^{\alpha} \int_{a}^{b} G(t, s) d s=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\xi)^{\alpha-1}\left[\int_{a}^{b} G(\xi, s) d s\right] d \xi \\
&=\frac{1}{\Gamma(\alpha)} \int_{a}^{b} \int_{a}^{t}(t-\xi)^{\alpha-1} G(\xi, s) d \xi d s=\int_{a}^{b}\left[{ }_{a} J_{t}^{\alpha} G(t, s)\right] d s
\end{aligned}
$$

(ii) Applying $\alpha$-Caputo derivative, definition (4) for $m=\lceil\alpha\rceil$, to integral part $\int_{a}^{b} G(t, s) d s$ for all $t \in[a, b]$ and using generalization of the fundamental theorem of integral calculus [1] with the interchanging order of integration, yields:

$$
\begin{aligned}
{ }_{a}^{c} D_{t}^{\alpha} \int_{a}^{b} G(t, s) d s & =\frac{1}{\Gamma(m-\alpha)} \int_{a}^{t}(t-\xi)^{m-\alpha-1}\left(\frac{d}{d \xi}\right)^{m}\left[\int_{a}^{b} G(\xi, s) d s\right] d \xi \\
& =\frac{1}{\Gamma(m-\alpha)} \int_{a}^{t}(t-\xi)^{m-\alpha-1} \int_{a}^{b} \frac{\partial^{m}}{\partial \xi^{m}} G(\xi, s) d s d \xi \\
& =\int_{a}^{b}\left[\frac{1}{\Gamma(m-\alpha)} \int_{a}^{t}(t-\xi)^{m-\alpha-1} \frac{\partial^{m}}{\partial \xi^{m}} G(\xi, s) d \xi\right] d s=\int_{a}^{b}\left[{ }_{a}^{C} D_{t}^{\alpha} G(t, s)\right] d s
\end{aligned}
$$

Lemma (3):
Assume that $\alpha$ and $\beta$ are two non-negative fractional order such that $\alpha \geq 1$ and $\alpha \geq \beta$ with $m_{\alpha}=\lceil\alpha\rceil, m_{\beta}=\lceil\beta\rceil$ and $u \in C_{-1}^{m}[a, b]$ and $m=\max \left\{m_{\alpha}, m_{\beta}\right\}$. Then

$$
{ }_{a}^{c} D_{t}^{\beta}{ }_{t}^{\alpha} J_{t}^{\alpha} u(t)={ }_{a} J_{t}^{\alpha-\beta} u(t), \quad a \leq t \leq b
$$

## Proof:

Using the definition of $\beta$-Caputo fractional derivative (4) with R-L fractional integral (2) for $\alpha$ order, and after apply the generalization of the fundamental theorem of integral calculus [1], yields

$$
{ }_{a}^{c} D_{t}^{\beta}\left[{ }_{a} J_{t}^{\alpha} u(t)\right]={ }_{a} J_{t}^{m_{\beta}-\beta}\left\{D_{t}^{m_{\beta}}\left[{ }_{a} J_{t}^{\alpha} u(t)\right]\right\}={ }_{a} J_{t}^{m_{\beta}-\beta}\left\{\frac{d^{m_{\beta}}}{d t^{m_{\beta}}}\left[\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\xi)^{\alpha-1} u(\xi) d \xi\right]\right\}
$$

$$
\begin{aligned}
&={ }_{a} J_{t}^{m_{\beta}-\beta}\left\{\frac{1}{\Gamma(\alpha)}\right.\left.(\alpha-1)(\alpha-2) \cdots\left(\alpha-m_{\beta}\right) \int_{a}^{t}(t-\xi)^{\alpha-m_{\beta}-1} u(\xi) d \xi\right\} \\
&={ }_{a} J_{t}^{m_{\beta}-\beta}\left\{\frac{1}{\Gamma(\alpha)} \frac{(\alpha-1)!}{\left(\alpha-m_{\beta}-1\right)!} \int_{a}^{t}(t-\xi)^{\alpha-m_{\beta}-1} u(\xi) d \xi\right\}
\end{aligned}
$$

Also, using the R-L fractional integral for order $\alpha$ and lemma (1) to obtain:

$$
{ }_{a}^{C} D_{t}^{\beta}\left[{ }_{a} J_{t}^{\alpha} u(t)\right]={ }_{a} J_{t}^{m_{\beta}-\beta}\left[{ }_{a} J_{t}^{\alpha-m_{\beta}} u(t)\right]={ }_{a} J_{t}^{m_{\beta}-\beta+\alpha-m_{\beta}} u(t)={ }_{a} J_{t}^{\alpha-\beta} u(t)
$$

## 3. Adomian Decomposition Method (ADM)

The Adomian Decomposition method, [3,7], consists of decomposing the unknown function $u(t)$ of any equation into a sum of an infinite number of components defined by the decomposition series:

$$
\begin{equation*}
u(t)=u_{0}(t)+u_{1}(t)+\cdots+u_{r}(t)+\cdots=\sum_{r=0}^{\infty} u_{r}(t) \tag{4}
\end{equation*}
$$

where the components $u_{r}(t), r \geq 0$ are to be determined in a recursive manner. Adomain and Rach [2] and Wazwaz [1] have investigate the phenomena of the self-canceling "noise" terms where the sum of components vanishes in the limit. If the noise terms exist between the components $u_{0}(t)$ and $u_{1}(t)$, it will provide the exact solution by using only the first two iterations. A necessary condition for the appearance of the noise terms is that the zeros component $u_{0}(t)$ must contain the exact solution among the other terms. first we apply $\alpha_{n}$-order of R-L fractional integral for both sides of our problem and using lemma (1) and lemma (2, part-i) we obtain:

$$
\begin{align*}
u(t)={ }_{a} J_{t}^{\alpha_{n}} f(t) & +\sum_{k=0}^{m_{\alpha_{n}}-1} \frac{u^{(k)}(a)}{k!}(t-a)^{k}+\sum_{i=1}^{n-1}{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{i}(t){ }_{a}^{C} D_{t}^{\alpha_{n-i}} u(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u(t)\right] \\
& +\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{C} D_{s}^{\beta_{m-j}} u(s) d s \tag{5}
\end{align*}
$$

where $\bar{P}_{i}(t)=-P_{i}(t)$ for all $i=1,2, \cdots, n$ and $\overline{\mathcal{K}}_{j}(t, s)={ }_{a} J_{t}^{\alpha_{n}} \mathcal{K}_{j}(t, s)$ for all $j=0,1, \cdots, m$.
Second, according to the decomposition method, we assume the series solution for the unknown function $u(t)$ in the form (4) and it is leads to the following recursive relation:

$$
\left.\begin{array}{l}
u_{0}(t)=J_{t}^{\alpha_{n}} f(t)+\sum_{k=0}^{m_{\alpha_{n}-1}^{-1}} \frac{u^{(k)}(a)}{k!}(t-a)^{k} \\
u_{r+1}(t)  \tag{6}\\
=\sum_{i=1}^{n-1} a J_{t}^{\alpha_{n}}\left[\bar{P}_{i}(t){ }_{a}^{\left.C_{D} D_{t}^{\alpha_{n-i}} u_{r}(t)\right]+{ }_{a} t_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{r}(t)\right]}\right. \\
\quad+\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{c} D_{s}^{\beta_{m-j}} u_{r}(s) d s \quad \text {,for all } r \geq 0
\end{array}\right\}
$$

Now, as a special case if $\bar{P}_{i}(t)=-C_{i}=\bar{C}_{i}(i=1,2, \cdots, n-1)$ where $\bar{C}_{i}$ are any real constants then we can write equation (6) as follows:

$$
\left.\begin{array}{l}
u_{0}(t)={ }_{a} J_{t}^{\alpha_{n}} f(t)+\sum_{k=0}^{m_{\alpha_{n}-1}} \frac{u^{(k)}(a)}{k!}(t-a)^{k} \\
+\sum_{i=1}^{n-1} C_{i}\left[\sum_{k=0}^{m_{\alpha_{n-i}}{ }^{-1}} \frac{u^{(k)}(a)}{\Gamma\left(k+\alpha_{n}-\alpha_{n-i}+1\right)}(t-a)^{k+\alpha_{n}-\alpha_{n-i}}\right] \\
u_{r+1}(t)=\sum_{i=1}^{n-1} \bar{C}_{i}\left[J_{t}^{\alpha_{n}-\alpha_{n-i}} u_{r}(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{r}(t)\right]  \tag{7}\\
\left.\quad+\lambda \sum_{j=0}^{m}\left[\int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{\left.C_{D} D_{s}^{\beta_{m-j}} u_{r}(s) d s\right], r \geq 0}\right\}\right\}
\end{array}\right\}
$$

The components $u_{0}, u_{1}, u_{2}, \cdots$ are determined recursively by above formula (6) or (7). It is important to note that the decomposition method suggests that the zeros component $u_{0}(t)$ be defined by the conditions and the function $f(t)$ as described above. The other components namely $u_{1}, u_{2}, \cdots$ are derived recurrently. so we use an approximation of the solution by the following truncated series:

$$
u(t) \cong \hat{u}_{n}(t)=\sum_{r=0}^{n} u_{r}(t), \quad n=0,1,2, \cdots
$$

## 4. Modified Adomian Decomposition Method (MADM)

It is interesting to note that the modified decomposition method depends mainly on splitting the inhomogeneous into finite parts namely $f_{i}(t), i=1,2, \ldots, N \in \mathbb{N}$, therefore it cannot be used if the function consists of only one term. The success of this modification depends only the paper choice of $f_{i}(t)$ and this can be made through trials only.
By the same stages of ADM, we obtain equation (5) as following form:

$$
\begin{gather*}
u(t)=g(t)+\sum_{i=1}^{n-1} a J_{t}^{\alpha_{n}}\left[\bar{P}_{i}(t){ }_{a}^{{ }_{a}} D_{t}^{\alpha_{n-i}} u(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u(t)\right] \\
+\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{{ }_{a} D_{s}^{\beta_{m-j}} u(s) d s} \tag{8}
\end{gather*}
$$

where

$$
\begin{gathered}
g(t)={ }_{a} J_{t}^{\alpha_{n}} f(t)+\sum_{k=0}^{m_{\alpha_{n}-1}} \frac{u^{(k)}(a)}{k!}(t-a)^{k}, \quad m_{\alpha_{n}}=\left\lceil\alpha_{n}\right\rceil \\
\overline{\mathcal{K}}_{j}(t, s)={ }_{a} J_{t}^{\alpha_{n}} \mathcal{K}_{j}(t, s) \text { and } \bar{P}_{i}(t)=-P_{i}(t)
\end{gathered}
$$

In this method the function $g(t)$ can be set as the sum of finite partial functions $f_{i}(t), i=0,1, \ldots, N \in \mathbb{N}$. In other words, we can set:

$$
\begin{equation*}
g(t)=f_{0}(t)+f_{1}(t)+\cdots+f_{N}(t) \tag{9}
\end{equation*}
$$

Here, the zeros component is defined by one part of $g(t)$, namely $f_{0}(t)$ or $f_{1}(t)$ and the other part of $g(t)$ can be added to the component $u_{1}(t)$ among other terms. In other words, the MADM introduces the modified recurrence relation:

$$
\begin{align*}
u_{0}(t)= & f_{0}(t) \\
u_{i}(t)= & f_{i}(t)+\sum_{i=1}^{n-1} a J_{t}^{\alpha_{n}}\left[\bar{P}_{i}(t){ }_{a}^{C} D_{t}^{\alpha_{n-i}} u_{0}(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{0}(t)\right] \\
& +\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{C} D_{s}^{\beta_{m-j}} u_{0}(s) d s, \quad(i \geq 1)  \tag{10}\\
u_{r+1}(t)= & \sum_{i=1}^{n-1} a J_{t}^{\alpha_{n}}\left[\bar{P}_{i}(t){ }_{a}^{c} D_{t}^{\alpha_{n-i}} u_{r}(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{r}(t)\right] \\
& +\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{C} D_{s}^{\beta_{m-j}} u_{r}(s) d s, \quad(r \geq N)
\end{align*}
$$

Now, as a special case if $\bar{P}_{i}(t)=\bar{C}_{i}$ where $\bar{C}_{i}=-C_{i}=-P_{i}(t)$ for all $i=1,2, \cdots, n-1$ is any constant then $g(t)$ in equation (8) becomes:
$g(t)={ }_{a} J_{t}^{\alpha_{n}} f(t)+\sum_{k=0}^{m_{\alpha_{n}}-1} \frac{u^{(k)}(a)}{k!}(t-a)^{k}+\sum_{i=1}^{n-1} C_{i}\left(\sum_{k=0}^{m_{\alpha_{n-i}}-1} \frac{(t-a)^{k+\alpha_{n}-\alpha_{n-i}}}{\left(k+\alpha_{n}-\alpha_{n-i}+1\right)} u^{(k)}(a)\right)$
by the same way the function $g(t)$ is defined as the sum of finite partial functions $f_{i}(t), i \geq 1$ and the components $u_{0}(t), u_{1}(t), \cdots, u_{r+1}(t)$ is defined as:

$$
\left.\begin{array}{rl}
u_{0}(t)= & f_{1}(t) \\
u_{i}(t)= & f_{i+1}(t)+\sum_{i=1}^{n-1} \bar{C}_{i} J_{t}^{\alpha_{n}-\alpha_{n-i}}\left[u_{0}(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{0}(t)\right] \\
& +\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{c_{a} D_{s}^{\beta_{m-j}} u_{0}(s) d s, \quad(i \geq 1)}  \tag{12}\\
u_{r+1}(t)= & \sum_{i=1}^{n-1} \bar{C}_{i a} J_{t}^{\alpha_{n}-\alpha_{n-i}}\left[u_{r}(t)\right]+{ }_{a} J_{t}^{\alpha_{n}}\left[\bar{P}_{n}(t) u_{r}(t)\right] \\
& \left.\left.+\lambda \sum_{j=0}^{m} \int_{a}^{b} \overline{\mathcal{K}}_{j}(t, s){ }_{a}^{c_{a} D_{s}^{\beta_{m-j}} u_{r}(s) d s, \quad(r \geq N)}\right\}\right\}
\end{array}\right\}
$$

so we use an approximation of the solution by the following truncated series:

$$
u(t) \cong \hat{u}_{n}(t)=\sum_{r=0}^{n} u_{r}(t), \quad n=0,1,2, \cdots
$$

## 5. Illustrate Examples:

Here, two analytical results were presented for linear IFDE of Fredholm type with variable coefficients using Adomian Decomposition and Modified Adomian Decomposition method.

## Example (1)

Consider the linear Fredholm of IFDE with variable coefficients for multi-higher fractional orders:

$$
\begin{aligned}
{ }_{0}^{{ }_{0}} D_{t}^{0.8} u(t)+t^{2}{ }_{0}{ }_{0} D_{t}^{0.6} u(t)-3 u(t) & =f(t) \\
& +\int_{0}^{1}\left[{ }_{0}^{C} D_{s}^{0.5} u(s)+\left(t+s^{2}\right){ }_{0}^{C} D_{s}^{0.2} u(s)\right] d s
\end{aligned}
$$

where

$$
f(t)=\frac{-6}{\Gamma(2.2)} t^{1.2}-\frac{6}{\Gamma(2.4)} t^{3.4}+9 t^{2}+\frac{6}{\Gamma(3.8)} t+\frac{6}{\Gamma(3.5)}+\frac{6}{4.8 \Gamma(2.8)}
$$

subjected to the condition $u(0)=0$. Applying the ADM for solving our problem, from first part of equation (6) we obtain:

$$
u_{0}(t)=-3 t^{2}-\frac{6 \Gamma(4.4)}{\Gamma(2.4) \Gamma(5.2)} t^{4.2}+\frac{18}{\Gamma(3.8)} t^{2.8}+\frac{6}{\Gamma(3.8) \Gamma(2.8)} t^{1.8}+\frac{6}{\Gamma(1.8)}\left[\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right] t^{0.8}
$$

For the second part of equation (6) putting $r=0$ in it and finding each parts we get $u_{1}(t)$ as follows:

$$
\begin{aligned}
& u_{1}(t)=\frac{6 \Gamma(4.4)}{\Gamma(2.4) \Gamma(5.2)} t^{4.2}+\frac{6 \Gamma(4.4) \Gamma(6.6)}{\Gamma(2.6) \Gamma(4.6) \Gamma(7.4)} t^{6.4}-\left[\frac{3 \Gamma(5.2)}{20 \Gamma(3.2)}+\frac{3 \Gamma(4.4)}{20 \Gamma(2.4)}\right] t^{5}+\frac{\Gamma \Gamma(4.2)}{4 \Gamma(3.8) \Gamma(2.2)} t^{4} \\
&+\frac{\Gamma(3.2)}{\Gamma(1.2)} t^{3}-\frac{18}{\Gamma(3.8)} t^{2.8}+\frac{54}{\Gamma(4.6)} t^{3.6}+\frac{18}{\Gamma(3.6) \Gamma(3.8)} t^{2.6} \\
&+\frac{18}{\Gamma(2.6)} t^{1.6}\left[\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right] \\
&+\frac{1}{\Gamma(2.8)} t^{1.8}\left[\frac{-6}{\Gamma(3.8)}-\frac{\Gamma(4.4)}{5 \Gamma(2.4)}+\frac{6}{\Gamma(3.8) \Gamma(3.6)}+\frac{18}{\Gamma(4.6)}\right. \\
&\left.+\frac{6}{\Gamma(2.6)}\left(\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right)\right] \\
&+\frac{1}{\Gamma(1.8)} t^{0.8}\left[\frac{-6}{\Gamma(3.5)}-\frac{6 \Gamma(4.4)}{\Gamma(2.4) \Gamma(5.7)}+\frac{18}{\Gamma(4.3)}+\frac{6}{3.8 \Gamma(3.3)}\right. \\
&+\frac{6}{\Gamma(2.3)}\left(\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right)-\frac{6}{4.8 \Gamma(2.8)}-\frac{\Gamma(4.4)}{7 \Gamma(2.4)}+\frac{6}{4.6 \Gamma(2.6) \Gamma(3.8)}+\frac{18}{5.6 \Gamma(3.6)} \\
&\left.+\frac{6}{3.6 \Gamma(1.6)}\left(\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right)\right]
\end{aligned}
$$

The noise terms:

$$
\pm \frac{6 \Gamma(4.4)}{\Gamma(2.4) \Gamma(5.2)} t^{4.2} \pm \frac{18}{\Gamma(3.8)} t^{2.8} \pm \frac{6}{\Gamma(3.8) \Gamma(2.8)} t^{1.8} \pm \frac{6}{\Gamma(1.8)} t^{0.8}\left[\frac{1}{\Gamma(3.5)}+\frac{1}{4.8 \Gamma(2.8)}\right]
$$

appear in $u_{0}(t)$ and $u_{1}(t)$. Cancelling this terms from the zeros component $u_{0}(t)$ gives the solution $u(t) \cong \widehat{u}_{1}(t)=-3 t^{2}$ which is the exact solution that satis fies our linear FIFDE's.

## Example (2)

Consider we have the following linear IFDE of Fredholm type:
${ }_{0}^{C} D_{t}^{1.6} u(t)-5{ }_{0}^{C} D_{t}^{1.3} u(t)+t u(t)=f(t)+\int_{0}^{1}\left[(t-s){ }_{0}^{C} D_{s}^{0.8} u(s)+2 t s{ }_{0}^{C} D_{s}^{0.2} u(s)\right] d s$
where

$$
f(t)=t^{3}-\frac{10}{\Gamma(1.7)} t^{0.7}+\frac{2}{\Gamma(1.4)} t^{0.4}-\left[\frac{2}{\Gamma(3.2)}+\frac{4}{3.8 \Gamma(2.8)}-1\right] t+\frac{2}{3.2 \Gamma(2.2)}
$$

subject to the conditions: $u(0)=1$ and $u^{\prime}(0)=0$,
Using equation (11) we get:

$$
\begin{gathered}
g(t)=t^{2}-\frac{10}{\Gamma(3.3)} t^{2.3}+\frac{6}{\Gamma(5.6)} t^{4.6}-\frac{t^{2.6}}{\Gamma(3.6)}\left[\frac{2}{\Gamma(3.2)}+\frac{4}{3.8 \Gamma(2.8)}-1\right]+\frac{2}{3.2 \Gamma(2.2) \Gamma(2.6)} t^{1.6}+1 \\
-\frac{5}{\Gamma(1.3)} t^{0.3}
\end{gathered}
$$

From $g(t)$ we assume that:

$$
\begin{aligned}
& f_{2}(t)=-\frac{10}{\Gamma(3.3)} t^{2.3}+\frac{6}{\Gamma(5.6)} t^{4.6}-\frac{t^{2.6}}{\Gamma(3.6)}\left[\frac{2}{\Gamma(3.2)}+\frac{4}{3.8 \Gamma(2.8)}-1\right]+\frac{2}{3.2 \Gamma(2.2) \Gamma(2.6)} t^{1.6} \\
&-\frac{5}{\Gamma(1.3)} t^{0.3}
\end{aligned}
$$

We next use the MADM recurrence formula (12) to obtain:
$u_{0}(t)=f_{1}(t)=t^{2}+1$

$$
\begin{gathered}
u_{1}(t)=f_{2}(t)+5_{0} J_{t}^{0.3}\left[u_{0}(t)\right]-{ }_{0} J_{t}^{1.6}\left[t u_{0}(t)\right]+\int_{0}^{1}\left[J_{t}^{1.6}[t-s]{ }_{0}^{c} D_{s}^{0.8} u_{0}(s)+{ }_{0} J_{t}^{1.6}[2 t s]_{0}^{c} D_{s}^{0.2} u_{0}(s)\right] d s \\
=0
\end{gathered}
$$

It follows immediately that

$$
u_{r+1}(t)=0, \forall r \geq 1
$$

So $u(t)=t^{2}+1$ is the solution which is the exact expression for our linear FIFDE.
Example (3)
Consider the higher order linear FIFDE with variable coefficients:

$$
{ }_{0}^{c} D_{t}^{1.9} u(t)+t u(t)=f(t)+\int_{0}^{1} 2 t s\left[{ }_{0}^{c} D_{s}^{0.7} u(s)\right] d s
$$

where

$$
f(t)=\frac{4}{3.3 \Gamma(2.3)} t-\frac{2}{\Gamma(1.1)} t^{0.1}-t^{3}
$$

subjected to the conditions: $u(0)=0, u^{\prime}(0)=0$, while the exact solution is: $u(t)=-t^{2}$.
First apply standard ADM for solving our problem. Here, $n=1, m=0, \alpha_{1}=1.9, \beta_{0}=0.7, P_{1}(t)=t$ and $\mathcal{K}_{0}(t, s)=2 t s$. From first part of equation (6) we obtain:

$$
u_{0}(t)=-t^{2}+\frac{4}{3.3 \Gamma(2.3) \Gamma(3.9)} t^{2.9}-\frac{6}{\Gamma(5.9)} t^{4.9}
$$

For the second part of equation (6) putting $r=0$ in it and finding each parts we get $u_{1}(t)$ as follows:

$$
\begin{aligned}
& u_{1}(t)={ }_{a} J_{t}^{\alpha_{1}}\left[\bar{P}_{1}(t) u_{0}(t)\right]+\lambda \sum_{j=0}^{m} \int_{0}^{1} \overline{\mathcal{K}}_{0}(t, s) \quad{ }^{c} D_{s}^{\beta_{0}} u_{0}(s) d s \\
& \quad=\frac{6 \Gamma(6.9)}{\Gamma(5.9) \Gamma(8.8)} t^{7.8}-\frac{4 \Gamma(4.9)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(6.8)} t^{5.8}+\frac{6}{\Gamma(5.9)} t^{4.9}-\frac{4}{3.3 \Gamma(2.3) \Gamma(3.9)} t^{2.9}
\end{aligned}
$$

so the first approximation of the solution is

$$
u(t) \cong \hat{u}_{1}(t)=u_{0}(t)+u_{1}(t)=-t^{2}+\frac{6 \Gamma(6.9)}{\Gamma(5.9) \Gamma(8.8)} t^{7.8}-\frac{4 \Gamma(4.9)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(6.8)} t^{5.8}
$$

Putting $r=1$, into equation (6) for obtaining $u_{2}(t)$. Thus:

$$
\begin{gathered}
u_{2}(t)={ }_{a} J_{t}^{\alpha_{1}}\left[\bar{P}_{1}(t) u_{1}(t)\right]+\lambda \sum_{j=0}^{m} \int_{0}^{1} \overline{\mathcal{K}}_{0}(t, s) \quad{ }^{c} D_{s}^{\beta_{0}} u_{1}(s) d s \\
=\frac{27.2 \Gamma(4.9)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7)} t^{8.7}-\frac{35.4}{\Gamma(8.8)} t^{7.8}-\frac{52.8 \Gamma(6.9)}{\Gamma(5.9) \Gamma(11.7)} t^{10.7}+\frac{15.6}{3.3 \Gamma(2.3) \Gamma(6.8)} t^{5.8} \\
+\frac{2 t^{2.9}}{\Gamma(3.9)}\left[\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
\left.\quad-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right]
\end{gathered}
$$

so the second approximation of the solution is

$$
\begin{aligned}
& u(t) \cong \hat{u}_{2}(t)=u_{0}(t)+u_{1}(t)+u_{2}(t) \\
& =-t^{2}+\frac{27.2 \Gamma(4.9)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7)} t^{8.7}-\frac{52.8 \Gamma(6.9)}{\Gamma(5.9) \Gamma(11.7)} t^{10.7} \\
& +\frac{2 t^{2.9}}{\Gamma(3.9)}\left[\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
& \\
& \left.\quad-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right]
\end{aligned}
$$

Putting $r=2$, into equation (6) for obtaining $u_{3}(t)$. Thus:

$$
u_{3}(t)={ }_{a} J_{t}^{\alpha_{1}}\left[\bar{P}_{1}(t) u_{2}(t)\right]+\sum_{j=0}^{m} \int_{0}^{1} \overline{\mathcal{K}}_{0}(t, s) \quad{ }^{c} D_{s}^{\beta_{0}} u_{2}(s) d s
$$

$$
\begin{aligned}
=\frac{6}{\Gamma(5.9)} t^{4.9}- & \frac{27.2 \Gamma(4.9) \Gamma(10.7)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7) \Gamma(12.6)} t^{11.6}+\frac{52.8 \Gamma(6.9) \Gamma(12.7)}{\Gamma(5.9) \Gamma(11.7) \Gamma(14.6)} t^{13.6} \\
& -\frac{2 \Gamma(4.9)}{\Gamma(3.9) \Gamma(6.8)} t^{5.8}\left[\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
& \left.-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right] \\
& +\frac{2 t^{2.9}}{\Gamma(3.9)}\left[\frac{-2}{3.2 \Gamma(2.3)}+\frac{27.2 \Gamma(4.9) \Gamma(9.7)}{33 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7) \Gamma(9)}-\frac{52.8 \Gamma(6.9) \Gamma(11.7)}{12 \Gamma(5.9) \Gamma(11.7) \Gamma(11)}\right. \\
& +\frac{2}{4.2 \Gamma(3.2)}\left(\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
& \left.\left.-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right)\right]
\end{aligned}
$$

so the second approximation of the solution is

$$
\begin{aligned}
& u(t) \cong \hat{u}_{3}(t)=u_{0}(t)+u_{1}(t)+u_{2}(t)+u_{3}(t) \\
&=-t^{2}+\frac{27.2 \Gamma(4.9)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7)} t^{8.7}-\frac{52.8 \Gamma(6.9)}{\Gamma(5.9) \Gamma(11.7)} t^{10.7}+\frac{6}{\Gamma(5.9)} t^{4.9} \\
&-\frac{27.2 \Gamma(4.9) \Gamma(10.7)}{3.3 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7) \Gamma(12.6)} t^{11.6}+\frac{52.8 \Gamma(6.9) \Gamma(12.7)}{\Gamma(5.9) \Gamma(11.7) \Gamma(14.6)} t^{13.6} \\
&-\frac{2 \Gamma(4.9)}{\Gamma(3.9) \Gamma(6.8)} t^{5.8}\left[\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma \Gamma(5.9) \Gamma(8.1)}\right. \\
&\left.-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right] \\
&+\frac{2 t^{2.9}}{\Gamma(3.9)}\left[\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
&-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}+\frac{-2}{3.2 \Gamma(2.3)}+\frac{27.2 \Gamma(4.9) \Gamma(9.7)}{33 \Gamma(2.3) \Gamma(3.9) \Gamma(9.7) \Gamma(9)} \\
&-\frac{52.8 \Gamma(6.9) \Gamma(11.7)}{12 \Gamma(5.9) \Gamma(11.7) \Gamma(11)} \\
&+\frac{2}{4.2 \Gamma(3.2)}\left(\frac{-4 \Gamma(4.9)}{23.43 \Gamma(2.3) \Gamma(3.9) \Gamma(6.1)}+\frac{6}{6.2 \Gamma(5.2)}+\frac{6 \Gamma(6.9)}{9.1 \Gamma(5.9) \Gamma(8.1)}\right. \\
&\left.\left.-\frac{4}{13.86 \Gamma(2.3) \Gamma(3.2)}\right)\right]
\end{aligned}
$$

gives the solution $u(t)=-t^{2}$ which is the exact solution that satisfies our linear FIFDE's.

## Second apply MADM,

Using equation (11) we get:

$$
g(t)=-t^{2}+\frac{4}{3.3 \Gamma(2.3) \Gamma(3.9)} t^{2.9}-\frac{6}{\Gamma(5.9)} t^{4.9}
$$

From $g(t)$ we assume that:

$$
f_{1}(t)=-t^{2}, f_{2}(t)=\frac{4}{3.3 \Gamma(2.3) \Gamma(3.9)} t^{2.9}-\frac{6}{\Gamma(5.9)} t^{4.9}
$$

We next use the MADM recurrence formula (12) to obtain:
$u_{0}(t)=f_{1}(t)=-t^{2}$
$u_{1}(t)=f_{2}(t)+{ }_{0} t^{1.9}\left[(-t) u_{0}(t)\right]+\int_{0}^{1}\left[J_{t}^{1.9}[2 t s]{ }_{0}^{C} D_{s}^{0.7} u_{0}(s)\right] d s=0$
It follows immediately that

$$
u_{r+1}(t)=0, \forall r \geq 1
$$

So $u(t)=-t^{2}$ is the solution which is the exact expression for our linear FIFDE.
6. Conclusion

In this paper, two analytic and approximate methods for treating "linear integro-fractional differential equation of Fredholm type with variable coefficients" were introduced with some illustrating examples for each method and the following points have been noticed:

1. In general, these analytical and approximate methods proposed here provided good results and effectiveness in solving our problem.
2. Sometimes the Noise terms in Adomian method will not appear, so we use modified Adomian Decomposition method.
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