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Abstract 

 In this work, we presented the following hyperbolic telegraph partial differential equation 
 

{
𝑢𝑡𝑡  (𝑡, 𝑥) + 𝑢𝑡 (𝑡, 𝑥) +  𝑢(𝑡, 𝑥) = 𝑢𝑥𝑥 (𝑡, 𝑥) + 𝑢𝑥 (𝑡, 𝑥) + 𝑓(𝑡, 𝑥), 0 ≤  𝑡 ≤  𝑇

𝑢(𝑡, 0) = 𝑢(𝑡, 𝐿) = 0   , 𝑢(0, 𝑥) = 𝜑(𝑥) , 𝑢𝑡  (0, 𝑥) = Ψ(𝑥),    0 ≤ 𝑥 ≤ 𝐿
            (1) 

 

 Although exact solution of this partial differential equation is known it is important to test 

reliability of difference scheme method.  The Stability estimates for this telegraph partial 

differential equation are given. The first and second order difference schemes are formed for the 

abstract form of the above given equation by using initial conditions. Theorem on matrix stability 

is established for these difference schemes. The first and second order of accuracy difference 

schemes to approximate solution of this problem are stated. For the approximate solution of this 

initial-boundary value problem, we consider the set  𝑤(𝜏,ℎ)  = [0, 𝑇]𝜏 × [0, 𝐿]ℎ of a family of grid 

points depending on the small parameters 𝜏 =
𝑇

𝑁
  (𝑁 > 0) and ℎ =

𝐿

𝑁
 (𝑁 > 0). Gauss elimination 

method is applied for solving this difference schemes in the case of telegraph partial differential 

equations. Exact solutions obtained by Laplace transform method is compared with obtained 

approximation solutions. The theoretical terms for the solution of these difference schemes are 

supported by the results of numerical experiments. The numerical solutions which found by Matlab 

program has good results in terms of accuracy. Illustrative examples are included to demonstrate 

the validity and applicability of the presented technique. As a result, difference scheme method is 

important for above mentioned equation. 
 

Key Words: Telegraph equation, Numerical Solution, Stability, Finite difference 

scheme, Error estimate. 
 

Introduction 

        The telegraph hyperbolic partial differential equation is important for modeling 

several relevant problems such as signal analysis, wave propagation, hyperbolic 

partial differential equations are arise in many branches of mathematics, physics 

,other science and engineering, as electrodynamics, thermodynamics, elasticity, 

wave propagation. in numerical methods for solving these equations, the problem of 

stability has received a great deal of importance and attention. in recent years, much 

attention has given in the papers to the solution of a hyperbolic telegraph partial 

differential equation. Gao and Chi developed a numerical algorithm for the estimate 

the solution of nonlinear telegraph equations [7]. Dehghan and Shokri present a new 

numerical scheme (Kansas method) [5] . Koksal showed numerical solutions of the 
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telegraph equations with the modified difference scheme [9]. Ashyralev and 

Modanli present  finite difference schemes to find numerical method  [1]-[9].The 

finite difference method is important tool for the solution of telegraph equation  .  
 

        In the present paper, we consider the following initial-value problem for a 

telegraph equation 
 

{
𝑢𝑡𝑡(𝑡) + 𝛼 𝑢𝑡(𝑡) +  𝐽 𝑢(𝑡) + 𝐾 𝑢(𝑡) + 𝛽 𝑢(𝑡) = 𝑓(𝑡)

𝑢(0) = 𝜑 , 𝑢′(0) = 𝜓    ,     0 ≤  𝑡 ≤  𝑇                          
                     (2) 

  

in a Hilbert space 𝐻 with a self-adjoint positive definite operator 𝐽 ≥ 𝛿𝐼 , 𝐾 ≥ 𝛿𝐼 

let 𝐴 = 𝐽 + 𝐾 , we define an operator 𝐷 = 𝐽 + 𝐾 + 𝛽 −
𝛼2

4
. Here 𝛿 > 0 , 𝛼 > 0 

and 

 𝛽  + 𝛿 ≥  
𝛼2

4
                                        (3) 

A function 𝑢(𝑡) is called a solution of problem ( 2 ) if the following conditions are 

satisfied [3] : 

i- The function 𝑢(𝑡) is twice continuously differentiable on the segment [0, 𝑇].. 
ii-  Element 𝑢(𝑡) belongs to 𝐷(𝐴) for all 𝑡 ∈ [0, 𝑇] and the function 𝐷𝑢(𝑡) is 

continuous on the segment [0, 𝑇]. 
iii- 𝑢(𝑡) satisfies the equation and initial conditions (2). 
 

Let {𝐶(𝑡), 𝑡 ≥  0}  be a strongly continuous cosine operator-function defined in 

following formula 

𝐶(𝑡) =
𝑒𝑖√𝐷𝑡 + 𝑒−𝑖√𝐷𝑡

2
 

 

 Then, from the definition of the sine operator-function 𝑆(𝑡) 
 

𝑆(𝑡) =
𝑒𝑖√𝐷𝑡 − 𝑒−𝑖√𝐷𝑡

2𝑖√𝐷
 

 

 It is easy to check that under assumption (2)  problem (3)  has a unique mild 

solution given by the formula 

𝑢(𝑡) = 𝑒−
𝛼
2
𝑡  [𝐶(𝑡) +

𝛼

2
𝑆(𝑡)] 𝑢0 + 𝑒

−
𝛼
2
𝑡 [𝑆(𝑡)]𝑢0

′ +∫ 𝑒−
𝛼
2
(𝑡−𝑠)

𝑡

0

𝑆(𝑡 − 𝑠)𝑓(𝑠) 

following theorem shows the stability of problem (2). 

Theorem 1. [1] Suppose that φ ∈  𝐷(𝐴), 𝜓 ∈  𝐷(𝐴
1

2 ), 𝐴 = 𝐽 + 𝐾  and 𝑓(𝑡) is a 

continuously differentiable function on [0, 𝑇] and the assumption (3) holds. Then, 

there is a unique solution of problem (2) and the stability inequalities. 

                                            max
0≤𝑡≤𝑇

‖𝑢(𝑡)‖𝐻                                                                    (4) 
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≤ 𝑀(𝛼, 𝛽, 𝛿) [‖𝜑‖𝐻 + ‖𝐴
−
1

2𝜓‖
𝐻
+ max
0≤𝑡≤𝑇

‖𝐴−
1

2𝑓(𝑡)‖
𝐻
] , 

                               max
0≤𝑡≤𝑇

‖
𝑑𝑢(𝑡)

𝑑𝑡
‖
𝐻

+ max
0≤𝑡≤𝑇

‖𝐴
1
2𝑢(𝑡)‖

𝐻
                                       (5) 

≤ 𝑀(𝛼, 𝛽, 𝛿) [ ‖𝐴
1

2𝜑‖
𝐻
+ ‖𝜓‖𝐻 + max

0≤𝑡≤𝑇
‖𝑓(𝑡)‖𝐻] , 

                                   max
0≤𝑡≤𝑇

‖
𝑑2𝑢(𝑡)

𝑑𝑡2
‖
𝐻

+ max
0≤𝑡≤𝑇

‖𝐴𝑢(𝑡)‖𝐻                                     (6) 

≤ 𝑀(𝛼, 𝛽, 𝛿) [‖𝐴𝜑‖𝐻 + ‖𝐴
1
2𝜓‖

𝐻
+‖𝑓(0)‖𝐻 + max

0≤𝑡≤𝑇
‖𝑓′(𝑡)‖𝐻𝑑𝑡] 

where  𝑀(𝛼, 𝛽, 𝛿)   does not depend on  𝜑,𝜓  and  𝑓(𝑡). 

The aim of this study is to construct and investigate the difference schemes for the 

telegraph equation. 

Stability of Difference Scheme 
 

       For the approximate solution of initial value problem (2), we consider the grid 

space [0, 𝑇]𝜏 = {𝑡𝑘  =  𝑘𝜏 , 0 ≤  𝑘 ≤  𝑁 , 𝜏 𝑁 =  𝑇} By using the method in [3] we 

get the first order difference scheme  
 

{
 
 

 
 
𝑢𝑘+1−2𝑢𝑘+𝑢𝑘−1

𝜏2
+𝛼

𝑢𝑘+1−𝑢𝑘−1
2𝜏

+ (𝐽 + 𝐾+𝛽)𝑢𝑘 = 𝑓𝑘    

𝑢(0) = 𝜑,
𝑢1 −𝑢0
𝜏

+ (𝐽 + 𝐾+ (𝛽−
𝛼2

4
) 𝐼) 𝜏𝑢1 =

1

1+
𝛼
2
𝜏
𝜓 
                             (7) 

 

and second order difference scheme 
 

{
 
 

 
 
𝑢𝑘+1 − 2𝑢𝑘 + 𝑢𝑘−1

𝜏2
+ 𝛼

𝑢𝑘+1 − 𝑢𝑘−1
2𝜏

+ (𝛽 + 𝐽 + 𝐾)
𝑢𝑘+1 + 𝑢𝑘−1

2
= 𝑓𝑘               

𝑢(0) = 𝜑,                                                                                                                      (8) 

𝑢𝜏 − 𝑢0
𝜏

+
𝜏

4
𝐷𝑢1 +

1

1 +
𝛼
4 𝜏

(
1

4
𝐷 −

𝛼𝜏𝐷

16
+
𝛼2

8
𝐼) + 𝜏𝑢1 =

1 −
𝛼
4
𝜏

1 +
𝛼
4 𝜏

(𝜓 +
𝜏

2
𝑓0)   

 

 

Similarity to [11] , the stability of first order difference scheme in ( 7 ) we define 

𝑆(𝑡𝑘) = 𝐽 + 𝐾 + 𝛽  , 𝑃(𝑡𝑘) = 𝛼(𝑡𝑘) and  𝑄(𝑡𝑘) =
1

𝜏2
  we get 
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𝑄(𝑡𝑘)(𝑢𝑘+1 − 2𝑢𝑘   + 𝑢𝑘−1) + 𝑃(𝑡𝑘)
𝑢𝑘+1 − 𝑢𝑘−1

2𝜏
+ 𝑆(𝑡𝑘)𝑢𝑘 = 𝑓(𝑡𝑘)            (9) 

From here we instead of the difference scheme in (8) for homogeneous part of the 

following difference scheme 

              𝑄(𝑢𝑘+1 − 2𝑢𝑘   + 𝑢𝑘−1) + 𝑃
𝑢𝑘+1 − 𝑢𝑘−1

2𝜏
+ 𝑆 𝑢𝑘 = 0                          (10) 

The following theorem guaranty the stability of (7). 
 

Theorem 2. [11] Let the operators 𝑄  and 𝑆 in the operator difference scheme (10) 
be self adjoint operators, then with the conditions  

     𝑃 ≥ 0            𝑆 > 0            𝑄 >
1

4
𝑆 

fulfilled, there holds the a priori estimate 
 

1
4
‖𝑢𝑘+1 + 𝑢𝑘‖𝑆

2  + ‖𝑢𝑘+1 − 𝑢𝑘‖𝑄
2  −  

1
4
‖𝑢𝑘+1 − 𝑢𝑘‖𝑆

2                                  

                                  ≤
1
4
‖𝑢𝑘 + 𝑢𝑘−1‖𝑆

2  + ‖𝑢𝑘 − 𝑢𝑘−1‖𝑄 
2 − 

1
4
‖𝑢𝑘 − 𝑢𝑘−1‖𝑆

2
     (11) 

 

Where 𝑆 , 𝑄 are self adjoint difference operators, 𝐻 denoted a Hilbert space ‖. ‖𝐻 is 

norm in Hilbert space,  ‖. ‖𝑆 norm in 𝐻𝑆 ‖. ‖𝑄 norm in 𝐻𝑄. 
 

Numerical Computation 
 

          In applications, let us consider the initial-boundary value problem hyperbolic 

telegraph partial differential equation 
 

{
𝑢𝑡𝑡 (𝑡, 𝑥) + 𝑢𝑡 (𝑡, 𝑥) +  𝑢(𝑡, 𝑥) = 𝑢𝑥𝑥  (𝑡, 𝑥) + 𝑢𝑥  (𝑡, 𝑥) + 𝑓(𝑡, 𝑥), 0 ≤  𝑡 ≤  𝑇

𝑢(𝑡, 0) = 𝑢(𝑡, 𝐿) = 0   , 𝑢(0, 𝑥) = 𝜑(𝑥) , 𝑢𝑡 (0, 𝑥) = Ψ(𝑥),    0 ≤ 𝑥 ≤ 𝐿
   (12) 

 

Where Ψ(𝑥), 𝜑(𝑥)(𝑥 ∈ [0, 𝜋])𝑎𝑛𝑑 𝑓 (𝑡, 𝑥), ((𝑡, 𝑥) ∈ [0,1] × [0, 𝜋]) are smooth 

functions, problem  (12) presents a damped wave equation and a telegraph equation 

[3].To find difference scheme for ( 12 ) we use Taylor expansion and we have 

(𝑡𝑘−1, 𝑡𝑘 , 𝑡𝑘+1) and (𝑥𝑛−1, 𝑥𝑛, 𝑥𝑛+1) gird points to find difference scheme , here we 

have the following examples 
 

{
𝑢𝑡𝑡(𝑡, 𝑥) + 𝑢𝑡(𝑡, 𝑥) − 𝑢𝑥𝑥(𝑡, 𝑥) − 𝑢𝑥(𝑡, 𝑥) + 𝑢(𝑡, 𝑥) = (2 sin(𝑥) − cos(𝑥) )𝑒

−𝑡  

𝑢(0, 𝑥) = sin 𝑥  , 𝑢𝑡(0, 𝑥) = −sin 𝑥   ,    𝑢(𝑡, 0) = 𝑢(𝑡, 𝜋) = 0                            (13) 
𝑤ℎ𝑒𝑟𝑒   0 < 𝑡 < 1  , 0 < 𝑥 < 𝜋                                                                                            

           

 

it has an exact solution 𝑢(𝑥, 𝑡) = 𝑠𝑖𝑛(𝑥)𝑒−𝑡  established by Laplace transform, for 

above example we have the first order of difference scheme 
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{
 
 

 
 
𝑢𝑛
𝑘+1 − 2𝑢𝑛

𝑘 + 𝑢𝑛
𝑘−1

𝜏2
+
𝑢𝑛
𝑘+1 − 𝑢𝑛

𝑘

𝜏
−
𝑢𝑛+1
𝑘+1 − 2𝑢𝑛

𝑘+1 + 𝑢𝑛−1
𝑘+1

ℎ2
−
𝑢𝑛+1
𝑘+1 − 𝑢𝑛

𝑘+1

ℎ
   

+𝑢𝑛
𝑘+1 = (2 sin(𝑥𝑛) − cos(𝑥𝑛))𝑒

−𝑡𝑘+1                                                       (14)    

𝑢𝑛
0 = sin(𝑥𝑛) ,

𝑢𝑛
1 − 𝑢𝑛

0

𝜏
= −sin(𝑥𝑛)   , 𝑢0

𝑘 = 𝑢𝜋
𝑘 = 0                                   

 

  

and the second order of difference scheme is 
 

{
  
 

  
 
𝑢𝑛
𝑘+1 − 2𝑢𝑛

𝑘 + 𝑢𝑛
𝑘−1

𝜏2
+
𝑢𝑛
𝑘+1 − 𝑢𝑛

𝑘−1

2𝜏
−
1

2

𝑢𝑛+1
𝑘+1 − 2𝑢𝑛

𝑘+1 + 𝑢𝑛−1
𝑘+1

ℎ2
−
1

2

𝑢𝑛+1
𝑘−1 − 2𝑢𝑛

𝑘−1 + 𝑢𝑛−1
𝑘−1

ℎ2

−
1

4

𝑢𝑛+1
𝑘+1 − 𝑢𝑛−1

𝑘+1

ℎ
−
1

4

𝑢𝑛+1
𝑘−1 − 𝑢𝑛−1

𝑘−1

ℎ
+
1

2
𝑢𝑛
𝑘+1 +

1

2
𝑢𝑛
𝑘−1 = (2 sin(𝑥𝑛) − cos(𝑥𝑛))𝑒

−𝑡𝑘     

𝑢𝑛
0 = sin(𝑥𝑛) ,

𝑢𝑛
1 − 𝑢𝑛

0

𝜏
= −sin(𝑥𝑛)  +

𝜏

2
  
𝑢𝑛
2 − 2𝑢𝑛

1 + 𝑢𝑛
0

𝜏2
  , 𝑢0

𝑘 = 𝑢𝜋
𝑘 = 0    (15)   

 

 

Second example is 
 

{
𝑢𝑡𝑡(𝑡, 𝑥) + 𝑢𝑡(𝑡, 𝑥) − 𝑢𝑥𝑥(𝑡, 𝑥) − 𝑢𝑥(𝑡, 𝑥) + 𝑢(𝑡, 𝑥) = (4 sin(𝑥) − cos(𝑥) )𝑒

𝑡

𝑢(0, 𝑥) = sin 𝑥  , 𝑢𝑡(0, 𝑥) = sin 𝑥   ,    𝑢(𝑡, 0) = 𝑢(𝑡, 𝜋) = 0                          (16) 
𝑤ℎ𝑒𝑟𝑒   0 < 𝑡 < 1  , 0 < 𝑥 < 𝜋                                                                                      

           

 

with exact solution 𝑢(𝑥, 𝑡) = 𝑠𝑖𝑛(𝑥)𝑒𝑡 
for above example we have the first order of difference scheme as 
 

{
 
 

 
 𝑢𝑛

𝑘+1−2𝑢𝑛
𝑘 +𝑢𝑛𝑘−1

𝜏2
+
𝑢𝑛𝑘+1−𝑢𝑛𝑘

𝜏
−
𝑢𝑛+1
𝑘+1 −2𝑢𝑛

𝑘+1+𝑢𝑛−1
𝑘+1

ℎ
2

−
𝑢𝑛+1
𝑘+1 −𝑢𝑛𝑘+1

ℎ
                

+𝑢𝑛𝑘+1 = (4sin(𝑥𝑛)− cos(𝑥𝑛))𝑒𝑡𝑘+1                                                                     (17)      

𝑢𝑛0 = sin(𝑥𝑛) ,
𝑢𝑛1 −𝑢𝑛0

𝜏
= sin(𝑥𝑛)    , 𝑢0

𝑘 = 𝑢𝜋𝑘 = 0                                                      

 

 

and second order of difference scheme is 

 

{
 
 
 

 
 
 𝑢𝑛

𝑘+1−2𝑢𝑛
𝑘 +𝑢𝑛𝑘−1

𝜏2
+
𝑢𝑛𝑘+1 −𝑢𝑛𝑘−1

2𝜏
−
1
2
𝑢𝑛+1
𝑘+1 −2𝑢𝑛

𝑘+1+𝑢𝑛−1
𝑘+1

ℎ
2

−
1
2
𝑢𝑛+1
𝑘−1 −2𝑢𝑛

𝑘−1+𝑢𝑛−1
𝑘−1

ℎ
2

−
1
4
𝑢𝑛+1
𝑘+1 −𝑢𝑛−1

𝑘+1

ℎ
−
1
4
𝑢𝑛+1
𝑘−1 −𝑢𝑛−1

𝑘−1

ℎ
+
1
2
𝑢𝑛𝑘+1+

1
2
𝑢𝑛𝑘−1 = (4sin(𝑥𝑛)− cos(𝑥𝑛))𝑒𝑡𝑘       (18)

𝑢𝑛0 = sin(𝑥𝑛) ,
𝑢𝑛1 −𝑢𝑛0

𝜏
= sin(𝑥𝑛)+

𝜏
2
  
𝑢𝑛2 −2𝑢𝑛1 +𝑢𝑛0

𝜏2
 , 𝑢0

𝑘 = 𝑢𝜋𝑘 = 0                          

 

We have (𝑁 + 1) × (𝑀 + 1) system of linear equations and we will write it in the 

matrix form  
 

    𝐴𝑈𝑛+1 + 𝐵𝑈𝑛 + 𝐶𝑈𝑛−1 = 𝐷𝜑(𝑛)   1 ≤  𝑛 ≤  𝑀 , 𝑢0  = 𝑢𝑀 = 0.                     (19)  
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To solve difference scheme in (19)  modified Gauss elimination method was used. 

Hence, we look for a solution of the matrix equation in the following form: 

𝑢𝑗 = 𝛼𝑗+1𝑢𝑗+1 + 𝐵𝑗+1 , 𝑢𝑀 = 0  , 𝑗 = 𝑀 − 1,… ,2,1 . 

Where 𝛼𝑗  (𝑗 = 1,2,… ,𝑀) are (𝑁 + 1) × (𝑁 + 1) is a square matrix, and  𝛽𝑗   (𝑗 =

1,2,… ,𝑀) are (𝑁 + 1) × 1 column matrices defined by  

𝛼𝑗+1 = −(𝐵 + 𝐶𝛼𝑗)
−1
𝐴  , 

𝛽𝑗+1 = (𝐵 + 𝐶𝛼𝑗)
−1
(𝐷𝜙 − 𝐶𝛽𝑗) , 𝑗 = 1,2,… ,𝑀 − 1   

𝑤ℎ𝑒𝑟𝑒 𝑗 = 1,2,… ,𝑀 − 1, 𝛼1 𝑖𝑠 𝑡ℎ𝑒 (𝑁 +  1) × (𝑁 +  1)  zero matrix, and 𝛽1 is 

𝑡ℎ𝑒 (𝑁 + 1) ×  1 zero matrix. The results of calculations tell us the second order 

difference schemes has a more accuracy than first order of difference scheme. , the 

following table shows the maximum error accuracy of finite difference scheme by 

comparison between the numerical solution and exact solution in different values 

of 𝑁 and 𝑀 the maximum error was showed where 𝑁 = 1/𝜏   and   𝑀 = 1/ℎ . The 

errors are computed by 

𝐸𝑀
𝑁 = max

1≤𝑘≤𝑁.1≤𝑛≤𝑀−1
|𝑢(𝑡𝑘 , 𝑥𝑛) − 𝑢𝑛

𝑘|   , 

Where 𝑢(𝑡𝑘, 𝑥𝑛) symbolizes the exact solution and 𝑢𝑛
𝑘  symbolizes the numerical 

solution at (𝑡𝑘, 𝑥𝑛) and the result are given in the following tables. 
 

For the first example maximum error analysis are 

 
 

𝑀𝑒𝑡ℎ𝑜𝑑 
 

N=M=25 
 

N=M=50 
 

N=M=100 
 

N=M=150 

 

First Order  

Difference Scheme 

 

1.2258 × 10−2 

 

6.3671 × 10−3 
 

3.2491 × 10−3 

 

2.1801 × 10−3 

 

Second Order    

Difference Scheme 

 

4.5920 × 10−4 

 

1.1560 × 10−4 
 

2.8997 × 10−5 
 

1.2901 × 10−5 

 

For second example maximum errors are 

 
 

𝑀𝑒𝑡ℎ𝑜𝑑 
 

N=M=25 
 

N=M=50 
 

N=M=100 
 

N=M=150 

 

First Order 

Difference Scheme 

 

8.4964 × 10−2 
 

4.3329 × 10−2 
 

2.1858 × 10−2 
 

1.4615 × 10−2 

 

Second Order 

 Difference Scheme 

 

6.3553 × 10−4 
 

1.5960 × 10−4 
 

4.0048 × 10−5 
 

1.7811 × 10−5 

 

Conclusion  

          In the presented paper, we discussed the Cauchy problem for the telegraph 

equations in (1) . first order and second order of difference scheme for the Cauchy 

problem are showed , stability for cauchy problem  and difference scheme are 
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established. The difference schemes of the first order and second order of accuracy 

for telegraph partial differential equations are showed. Two test example is given, 

the numerical solution was established, numerical and exact solutions are compared. 

The comparison tell us the difference scheme method of the second order of 

approximation gives better result than the first order. Numerical results are obtained 

using Matlab. The theoretical statements for the solution of these difference schemes 

are supported by the numerical results. 
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